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Abstract

The rapid adoption of multi-cloud and cross-cloud architectures has fundamentally transformed
enterprise computing, creating both opportunities and challenges for secure operations.
CloudTrail logs are a primary source of operational and security-related data, yet their high
dimensionality, noise, and obfuscation complicate anomaly detection and threat identification.
Traditional statistical and machine learning techniques often fail to capture the causal
dependencies between events across heterogeneous cloud environments. This paper proposes an
Al-driven causal graph model to analyze obfuscated CloudTrail logs, leveraging causal inference
principles to model dependencies between events and isolate abnormal behaviors. The
methodology incorporates graph-based learning, temporal modeling, and domain-specific feature
engineering to overcome data sparsity and obfuscation. Experimental evaluation demonstrates
the model’s superiority in accuracy, precision, and interpretability compared to baseline anomaly
detection techniques. The findings emphasize that causal graphs not only enhance cross-cloud
anomaly detection but also improve forensic analysis by clarifying event chains that lead to

potential threats.
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I. Introduction
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Cloud computing has evolved into a heterogeneous ecosystem where enterprises adopt multiple
cloud providers simultaneously for resilience, cost optimization, and scalability. While multi-
cloud adoption brings operational benefits, it also introduces new security challenges because of
differences in provider-specific logging mechanisms, data formats, and event semantics. Amazon
Web Services (AWS) CloudTrail, Google Cloud Audit Logs, and Microsoft Azure Monitor Logs
are the backbone for cloud security operations, capturing detailed user and system activities.
However, when enterprises use multiple clouds simultaneously, logs become fragmented,
obfuscated, and increasingly complex to analyze. This limits the effectiveness of traditional rule-
based or correlation-based anomaly detection techniques, which often assume uniform log

structures and clearly labeled activities[1].

An important limitation in existing security solutions lies in their reliance on correlation without
causation. Conventional statistical approaches and even machine learning models such as
random forests or deep autoencoders typically focus on statistical associations between events
but fail to establish the directional dependencies that indicate cause-and-effect. In contrast,
causal graph models explicitly represent relationships between events, allowing analysts to infer
how one action propagates into another. For example, a login from an unusual IP followed by a
failed privilege escalation attempt can be causally linked, whereas statistical correlation may

misinterpret noise as meaningful patterns[2].

Another pressing issue is obfuscation in CloudTrail logs, which often occurs due to data
anonymization, compliance constraints, or inherent inconsistencies introduced by vendors. Event
parameters such as IP addresses, usernames, or object IDs may be masked, hashed, or
generalized to protect sensitive information. While obfuscation is essential for preserving
privacy, it severely limits detection accuracy if models cannot adapt. Existing anomaly detection
methods fail to adequately interpret obfuscated identifiers and cannot generalize across multiple
cloud environments. A causal approach mitigates this limitation by leveraging structural event

dependencies rather than surface-level identifiers.

The adoption of causal models for anomaly detection is still relatively nascent in the
cybersecurity domain. Although causal inference has been widely used in epidemiology,

economics, and recommendation systems, its application to cloud security represents an
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innovative frontier. By applying causal graph learning to CloudTrail logs, the model can uncover
relationships hidden under obfuscation and noise, making it possible to detect subtle but high-

impact anomalies that conventional approaches miss[3].

The goal of this research is to develop an Al-driven causal graph model tailored for cross-cloud
anomaly and threat detection. This model integrates causal inference with temporal graph neural
networks, enabling it to adapt to obfuscation while retaining interpretability. Through rigorous
experimentation on obfuscated CloudTrail datasets, this study highlights the model’s robustness
in detecting sophisticated threats, thereby laying the foundation for more transparent, privacy-

preserving, and effective cross-cloud security monitoring systems.

1. Related Work

Research in cloud security anomaly detection has traditionally emphasized statistical learning,
unsupervised clustering, or supervised classification. Early methods relied on rule-based
systems, which used manually defined thresholds to flag unusual activities. While effective in
constrained environments, rule-based systems lack adaptability and fail in multi-cloud contexts
where event semantics vary across platforms. Furthermore, they are brittle against log

obfuscation, since rules depend heavily on explicit identifiers[4].

More recent works introduced deep learning techniques such as recurrent neural networks
(RNNSs) and autoencoders for log analysis. These models capture temporal dependencies and can
learn latent representations of user activities. However, they primarily rely on correlations rather
than causal structures. Autoencoders, for instance, flag anomalies by reconstructing expected
behaviors but cannot explain why a deviation occurred. Similarly, RNNs capture sequential

patterns but are sensitive to noise and obfuscation in identifiers.

Another body of work explored graph-based security models, treating logs as nodes and edges
representing event relationships. Graph neural networks (GNNs) gained popularity due to their
capacity to capture relational data, making them attractive for cloud security. However,
conventional GNNs still lack the causal interpretability required for forensic investigations. They
identify associations between events but cannot distinguish whether one event causes another.

Without causal reasoning, they risk overfitting correlations that vanish under obfuscation[5].
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Causal inference in cybersecurity has been explored at a limited scale, mainly in intrusion
detection and malware propagation studies. These approaches model system calls or network
flows as causal sequences, allowing researchers to detect attack chains. However, the adaptation
of causal inference to multi-cloud environments with obfuscated logs is limited in literature.
Prior works often assume full observability of identifiers, which is impractical under real-world

compliance and privacy restrictions.

This research distinguishes itself by uniting causal graph learning with Al-driven anomaly
detection in obfuscated, cross-cloud environments. Unlike statistical and correlation-based
methods, the proposed approach not only detects anomalies but also explains them in terms of
event causality. This interpretability is critical for security operations teams that must justify
alerts to stakeholders and respond efficiently. The novelty lies in the integration of causal
inference principles with obfuscation-tolerant graph modeling, offering a pathway toward

transparent, robust, and privacy-preserving cross-cloud security solutions[6].
I11.  Methodology

The proposed framework adopts a multi-stage pipeline that begins with preprocessing obfuscated
CloudTrail logs collected from multiple cloud providers. Since identifiers such as IP addresses
and usernames may be masked, the preprocessing stage focuses on feature engineering
techniques that preserve event semantics without depending on explicit identifiers. Temporal
ordering, event type frequency, API operation patterns, and contextual metadata are extracted as

core features. These features form the foundation for constructing causal graphs[7].

The causal graph model is built using a hybrid approach that combines constraint-based and
score-based causal discovery methods. Constraint-based methods identify conditional
independencies between variables, while score-based methods evaluate candidate graph
structures against a goodness-of-fit criterion. By integrating these methods, the model constructs
causal graphs that accurately represent dependencies between obfuscated log events. This allows
the system to infer causal links between login anomalies, resource manipulations, and privilege

escalations, even in the absence of explicit identifiers[8].
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Once the causal graph is constructed, a temporal graph neural network (TGNN) is applied to
capture evolving dependencies over time. This layer ensures that dynamic attack patterns, such
as distributed brute-force attempts or lateral movement across multiple accounts, are effectively
modeled. The TGNN updates causal structures dynamically, enabling the detection of anomalies

that unfold across long temporal horizons[9].

The anomaly detection process relies on interventions within the causal graph. By simulating the
removal or alteration of specific event dependencies, the model evaluates whether observed
anomalies deviate significantly from expected causal patterns. For instance, if a privilege
escalation typically follows a login event from a known region, but occurs following an
obfuscated, high-frequency login sequence, the causal graph flags the event as anomalous. This
approach provides a richer context for anomaly detection compared to purely statistical
deviations[10].

Finally, the interpretability of the causal graph is harnessed for forensic analysis. Detected
anomalies are visualized as causal chains, showing the sequence of dependent events that led to
the detection. This transparency improves trust in the system and equips security analysts with
actionable insights. Rather than receiving opaque anomaly scores, analysts can trace how
specific events interacted to create potential threats, facilitating rapid and accurate incident

response[11].
IV. Experiment and Results

To evaluate the effectiveness of the proposed model, experiments were conducted using
obfuscated multi-cloud log datasets derived from AWS CloudTrail, Google Cloud Audit Logs,
and Azure Monitor Logs. The datasets were anonymized to simulate real-world compliance
scenarios, where sensitive fields such as user identifiers and IP addresses were hashed.
Approximately 10 million events spanning six months of operations were collected across
simulated enterprise workloads in finance and healthcare domains, where multi-cloud adoption is

prevalent[12].

Baseline methods included rule-based anomaly detection, autoencoder-based log anomaly
detection, and graph neural network (GNN)-based models. Performance metrics focused on
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accuracy, precision, recall, Fl-score, and interpretability as assessed by security analysts.
Obfuscation levels were systematically varied, from partial masking of fields to complete

replacement with random tokens, to evaluate robustness[13].

The proposed Al-driven causal graph model outperformed baseline methods across all metrics.
At high obfuscation levels, rule-based and autoencoder methods suffered drastic drops in recall
(falling below 40%), as they were unable to identify anomalies without explicit identifiers.
GNN-based models retained some robustness, achieving 65% recall, but generated a high false-
positive rate due to reliance on correlations. The causal graph model maintained recall above

85% and precision above 90%, with F1-scores consistently outperforming alternatives[14].

A notable advantage of the proposed model was interpretability. Security analysts reviewing
anomaly cases reported that causal chains provided clear explanations of why an event was
flagged. For example, the model detected a stealthy attack chain where obfuscated login events
led to unusual resource modifications and privilege escalations. While other models raised alerts,
they could not explain causal dependencies, leaving analysts with uncertainty. In contrast, the
causal graph provided a transparent event chain, significantly improving analyst confidence and

response times[15].

Scalability was also assessed by deploying the model in a distributed cloud security monitoring
environment. The causal graph framework processed up to 50,000 events per second with sub-
second latency, demonstrating feasibility for real-time operations. This scalability, combined
with high accuracy under obfuscation, underscores the practicality of deploying causal models

for enterprise cross-cloud security monitoring[16].

V. Discussion

The experimental results underscore the transformative potential of causal graph models for
cross-cloud security. Unlike correlation-based anomaly detection, causal inference ensures that
flagged events are not only statistically deviant but also structurally significant in terms of cause-
and-effect. This prevents the model from being misled by obfuscated identifiers or benign
variations in log sequences. The ability to identify root causes of anomalies directly supports

incident response, forensic investigations, and compliance audits[17].
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Interpretability emerged as a central advantage. Modern enterprises demand not just accurate but
also explainable Al systems. Regulatory compliance frameworks such as GDPR and HIPAA
require justification for automated security decisions. By presenting anomalies as causal chains,
the model fulfills this need, bridging the gap between machine learning outputs and human
decision-making. This feature positions causal graph models as a natural fit for sensitive domains

like finance and healthcare, where transparency is as important as detection performance.

The robustness of the model under obfuscation highlights its suitability for privacy-preserving
security monitoring. Since enterprises often anonymize logs to meet compliance requirements,
detection systems must adapt to incomplete information. The causal graph model leverages event
structures rather than explicit identifiers, making it resilient under obfuscation. This represents a
paradigm shift away from identifier-centric detection methods toward dependency-centric

approaches[18].

Nevertheless, certain challenges remain. Constructing and maintaining causal graphs at scale
requires significant computational resources, especially in highly dynamic multi-cloud
environments. While the experiments demonstrated scalability up to 50,000 events per second,
further optimization is needed to handle petabyte-scale log datasets. Additionally, adversaries
may attempt to exploit causal inference mechanisms by injecting misleading dependencies,

highlighting the need for adversarial robustness research.

Future research directions include integrating causal discovery with federated learning
frameworks to enable collaborative, privacy-preserving anomaly detection across organizations.
Another avenue is exploring hybrid causal models that incorporate domain knowledge with
automated discovery, balancing interpretability with adaptability. These expansions can further
solidify the role of causal graph models as a cornerstone of next-generation cloud security
solutions[19].

VI. Conclusion

This research presented an Al-driven causal graph model for cross-cloud anomaly and threat
detection using obfuscated CloudTrail logs. By leveraging causal inference principles and graph
neural networks, the model demonstrated robustness against obfuscation, scalability in high-
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volume environments, and superior interpretability compared to traditional approaches.

Experiments validated its ability to detect complex, stealthy attack chains while providing

transparent causal explanations that enhance analyst confidence and regulatory compliance. The

findings highlight causal modeling as a paradigm shift in cloud security, offering a powerful

foundation for building resilient, privacy-preserving, and explainable anomaly detection systems

in increasingly complex multi-cloud environments.
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