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Abstract: 

With the rapid growth of digital payments and the increasing adoption of digital wallet 

systems, the risk of fraud has escalated significantly. Digital wallets have become a primary 

method for consumers to store and transfer funds, making them lucrative targets for 

cybercriminals. The complexity of transactions, coupled with the rise in digital fraud 

techniques, necessitates the development of robust systems capable of detecting fraudulent 

activities in real-time. This paper explores the application of advanced machine learning 

algorithms in real-time fraud detection within digital wallet systems. We delve into the types 

of fraud commonly encountered, the role of machine learning in identifying suspicious 

activities, and the challenges faced in building effective fraud detection models. Furthermore, 

we conduct experiments using various machine learning algorithms, evaluate their 

performance, and compare results to determine the most effective model for real-time fraud 

detection. Our findings indicate that machine learning, particularly techniques such as 

decision trees, neural networks, and ensemble learning, can significantly enhance the 

accuracy and speed of fraud detection in digital wallets, providing users with enhanced 

security and reducing financial losses. 
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I. Introduction 

The rapid growth of the digital economy has led to an increased reliance on digital wallets, 

such as PayPal, Apple Pay, and Google Pay, to facilitate payments, store funds, and manages 

financial transactions. While these systems offer convenience and ease of access, they also  

mailto:atikanishat1@gmail.com


         Volume-VI, Issue-III (2025)   

ThinkTide Global Research Journal 37 | P a g e 

   

 

 

present significant security challenges. Digital wallet fraud, including unauthorized 

transactions, identity theft, and account takeovers, has emerged as a major concern. The 

evolving nature of cyberattacks requires real-time fraud detection systems that can quickly 

identify and mitigate fraudulent activities. As digital wallets become more prevalent, it is 

crucial to implement sophisticated methods to protect users and ensure the integrity of 

financial transactions. Machine learning (ML) has shown great promise in addressing these 

challenges by offering advanced techniques for detecting fraud. Unlike traditional rule-based 

systems, which are often limited in scope and require manual updates, ML models can learn 

from data, adapt to new fraud patterns, and continuously improve over time. This paper 

investigates how machine learning can be applied to detect fraud in digital wallet systems in 

real-time, with a focus on analyzing various ML algorithms' effectiveness. We aim to 

demonstrate the feasibility and advantages of using machine learning to enhance fraud 

detection and protect users from financial losses[1]. 

Fraud detection in digital wallet systems is a complex problem due to the variety of fraud 

types and the sophistication of attackers. Fraudulent transactions can range from simple 

chargebacks and stolen credentials to more advanced techniques such as account takeover and 

synthetic identity fraud. Moreover, fraud detection systems must not only identify fraudulent 

transactions but also minimize false positives, as blocking legitimate transactions can damage 

user experience and trust in the platform. Therefore, real-time fraud detection models must be 

accurate and efficient, capable of processing large volumes of data in seconds[2]. 

The key to effective fraud detection lies in the ability to analyze and recognize patterns of 

normal and suspicious behavior. By leveraging large amounts of historical transaction data, 

machine learning algorithms can uncover these patterns and make predictions about future 

transactions. The challenge is in selecting the appropriate algorithms and tuning them for 

optimal performance. While several machine learning techniques have been applied to fraud 

detection, the question of which algorithms perform best in the context of digital wallet 

systems remains open. This paper aims to answer this question through experimentation and 

comparison of different ML models[3]. 

II. Literature Review 
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The detection of fraudulent activities in digital wallets has garnered significant attention from 

researchers over the past decade. Several approaches have been proposed, ranging from 

statistical methods to sophisticated machine learning techniques. Early fraud detection 

systems primarily relied on rule-based algorithms that were designed based on predefined 

heuristics or patterns of known fraudulent behavior. However, these systems often struggled 

with scalability and adaptability as fraud tactics became more advanced. Supervised learning 

algorithms, such as decision trees, support vector machines, and logistic regression, have been 

widely used in fraud detection, as they can learn from labeled data and make predictions 

based on historical patterns. Unsupervised learning methods, such as clustering and anomaly 

detection, are useful for identifying new or unknown fraud patterns that have not been 

encountered in the training data[4]. 

Ensemble learning methods, which combine multiple individual models to improve 

performance, have also shown promising results in fraud detection. Random forests and 

gradient boosting machines are two examples of ensemble algorithms that have been applied 

successfully in financial fraud detection. Deep learning algorithms, including neural networks, 

have gained popularity due to their ability to model complex relationships in data and handle 

large datasets. Recurrent neural networks (RNNs), particularly long short-term memory 

(LSTM) networks, have been used to detect sequential patterns in transaction data, making 

them ideal for fraud detection in time-sensitive systems like digital wallets. Convolutional 

neural networks (CNNs) have also been explored for feature extraction and fraud 

classification[5]. 

Despite the progress made in applying machine learning to fraud detection, there are still 

several challenges to address. One of the main challenges is the imbalance of fraudulent and 

non-fraudulent transactions, which can lead to biased models if not properly handled. 

Moreover, the dynamic nature of fraud means that detection systems must continually adapt 

to new fraud tactics. Transfer learning, where a model trained on one dataset is fine-tuned for 

another, has been explored as a potential solution to this problem. While complex models like 

neural networks may offer high accuracy, they can be difficult to interpret, which is 

problematic for users and regulatory bodies who require transparency. Balancing the need for 

real-time processing with the complexity of fraud detection is another critical issue[6]. 
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III. Methodology 

To assess the effectiveness of machine learning algorithms for real-time fraud detection in 

digital wallet systems, we implemented a series of experiments using a dataset consisting of 

historical transaction records from a digital wallet provider. The dataset contains both 

legitimate and fraudulent transactions, labeled accordingly. We preprocessed the data by 

cleaning it, handling missing values, and normalizing the features to ensure consistency 

across the dataset. Additionally, we performed feature engineering to extract meaningful 

attributes from the raw data, such as transaction amount, location, and time of day. These 

include decision trees, support vector machines (SVM), random forests, gradient boosting, 

and neural networks. For deep learning, we employed long short-term memory (LSTM) 

networks to capture temporal patterns in the transaction sequences. Each algorithm was 

trained on the same dataset, with a training-to-test split of 80% and 20%, respectively[7]. 

We evaluated the models using several performance metrics, including accuracy, precision, 

recall, F1 score, and area under the receiver operating characteristic (ROC) curve. These 

metrics allow us to assess both the overall effectiveness of the models as well as their ability 

to correctly classify fraudulent and non-fraudulent transactions. To address class imbalance, 

we used techniques such as oversampling, undersampling, and synthetic data generation 

(SMOTE) to ensure the models were not biased towards the majority class. In addition to 

standard evaluation metrics, we performed a real-time simulation where the models were 

deployed in a live environment to test their response times and ability to detect fraud in real-

time transactions. The system was tested using a batch of transactions that included both 

fraudulent and legitimate activities[8].  

The time taken to process each transaction, along with the model's decision to flag it as 

fraudulent or legitimate, was recorded to assess the feasibility of real-time fraud detection. We 

also performed a hyperparameter tuning process using grid search and random search 

techniques to optimize the performance of each model. This included tuning parameters such 

as learning rate, number of estimators, and depth of decision trees. The models were cross-

validated to prevent overfitting and ensure that their performance generalized well to unseen 

data[9]. 
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IV. Experiment and Results 

The experimental results demonstrated the varying effectiveness of different machine learning 

models in detecting fraud in digital wallet systems. Among the traditional algorithms, random 

forests and gradient boosting performed the best in terms of overall accuracy and F1 score. 

Random forests had an accuracy of 94%, with an F1 score of 0.92, while gradient boosting 

achieved an accuracy of 93% and an F1 score of 0.91. These ensemble methods showed 

strong results due to their ability to handle complex data patterns and reduce overfitting. 

Neural networks, specifically the LSTM model, showed promise in detecting sequential fraud 

patterns. The LSTM achieved an accuracy of 92%, with a recall of 0.89, indicating that it was 

able to detect a high proportion of fraudulent transactions. However, it had a slightly lower 

precision compared to ensemble methods, which led to more false positives. Despite this, the 

ability of LSTM to capture time-dependent fraud patterns made it a valuable tool for fraud 

detection in time-sensitive transactions. 

The decision tree model, while simpler, performed well in terms of interpretability but was 

less accurate than the ensemble and deep learning methods. It achieved an accuracy of 85% 

with an F1 score of 0.80. Support vector machines (SVM) performed similarly, with a slightly 

lower accuracy of 83% and an F1 score of 0.78. In the real-time simulation, all models 

demonstrated the ability to process transactions quickly, with response times averaging 

around 200 milliseconds per transaction. This confirms that machine learning-based fraud 

detection can operate in real-time without significantly affecting the user experience. The 

ensemble models were particularly efficient in processing large batches of transactions, 

maintaining high accuracy without compromising speed. 
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Figure 1 F1 score Comparisions. 

The evaluation of the models also highlighted the importance of handling class imbalance in 

the dataset. Techniques like SMOTE helped improve the recall of the models, particularly for 

fraudulent transactions, which are often underrepresented in real-world datasets. By 

generating synthetic examples of fraudulent transactions, we were able to improve the models' 

ability to detect fraud without significantly increasing false positives. 

 

Figure 2 Operating Characteristic (ROC) curve for one model 

V. Discussion 

The results of the experiment suggest that machine learning, particularly ensemble learning 

methods and deep learning models like LSTM, can significantly enhance fraud detection in 

digital wallet systems. The ensemble models demonstrated superior performance in terms of  



         Volume-VI, Issue-III (2025)   

ThinkTide Global Research Journal 42 | P a g e 

   

 

 

accuracy and F1 score, which makes them ideal for real-time fraud detection where both 

precision and recall are important. However, the neural network models, while slightly less 

accurate, offer advantages in detecting new and evolving fraud patterns, making them 

valuable for detecting sophisticated fraud techniques. The success of deep learning models in 

fraud detection can be attributed to their ability to learn complex, non-linear relationships in 

the data. LSTM networks, in particular, are well-suited for processing sequential data, such as 

transaction logs, and can detect patterns that may not be evident using traditional methods.  

However, the trade-off between model complexity and interpretability remains a challenge. 

For financial institutions and regulatory bodies, it is crucial to understand the reasoning 

behind fraud detection decisions. While ensemble methods offer a good balance of 

performance and interpretability, deep learning models require additional efforts to explain 

their predictions. Class imbalance remains a critical issue in fraud detection, as fraudulent 

transactions are typically much less common than legitimate ones. Addressing this imbalance 

through techniques like SMOTE or cost-sensitive learning can significantly improve the 

models' ability to identify fraud without increasing false positives. In practice, ensuring a 

balanced dataset is crucial to maintaining both security and user satisfaction[10]. 

The real-time capabilities of the models tested in this experiment also highlight the potential 

for machine learning to provide instant fraud detection in digital wallet systems. With 

response times fewer than 500 milliseconds, the models can be deployed in production 

environments to flag fraudulent transactions in real-time, offering users and service providers 

enhanced security without sacrificing user experience. 

VI. Conclusion 

This study demonstrates the feasibility and effectiveness of using advanced machine learning 

algorithms for real-time fraud detection in digital wallet systems. Through experiments and 

real-time simulations, we found that ensemble learning methods such as random forests and 

gradient boosting provided the best balance of accuracy, precision, and recall. Additionally, 

deep learning models like LSTM offer significant potential for detecting sequential fraud 

patterns, although they come with trade-offs in terms of interpretability. Machine learning 

techniques offer a powerful solution to the growing problem of digital wallet fraud. By  
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leveraging historical transaction data, these models can adapt to evolving fraud tactics and 

continuously improve their detection capabilities. Despite the challenges of class imbalance, 

model interpretability, and real-time processing, the results of this study suggest that machine 

learning can play a key role in enhancing the security of digital wallets. For future research, it 

would be beneficial to explore hybrid models that combine the strengths of both ensemble 

methods and deep learning. Additionally, improving the explainability of machine learning 

models will be critical for regulatory compliance and user trust.  
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